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Control Challenges in Process Systems

~100 years 

Fundamentally many chemical engineering processes have changed little from the dye industry of the 1900’s, 
Prof. Kevin Roberts, University of Leeds

An example: Control of a Reactive Batch 
Distillation Column[7]
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Model Predictive Control-An Introduction

5

• Mutlivariable control strategy
• Accepted technology in petrochemicals
• Process Constraints are explicitly addressed



Model-Based Operation of Industrial SystemsModel Predictive Control-Current Situation
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Observations:
• Model-based applications have a high potential 
for operation both on-line as well as off-line. 
• Online use of models is still limited.

Why this contradiction?
• Total Cost of ownership is significant (TCoO)

• Lifetime performance is limited due to lack of
(automated) maintenance

• Complexity and expertise required



Goal of the project:

Advanced Autonomous Model-Based Operation of Industrial 
Process Systems

Improved lifetime performance of model-based applications by autonomous cost-
efficient maintenance and Reduce total cost of Ownership of the system
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Autoprofit

Developments focused on:

• Performance Diagnostics

• Autonomous testing:

• Autonomous MPC tuning:

• Extension to non-linear systems

Extensive testing under practical circumstances



Fischer Tropsch Depropaniser plant at Sasol, SA 

Primary MVs Primary CVs

Feed-to-Side draw 
ratio

Side draw composition

Delta-pressure Column bottom’s 
temperature

total reflux 56-tray tower with a 
side draw section above tray 38.

Objective: Maximize the side-draw product (C3s) 
while maintaining the quality (no impurities 
such as C4s)
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Autoprofit Test Case:
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Autoprofit Test Case Campaign

Performed experiments:
Optimal Tuning Experiment 

1. Initial open loop identification
2. MPC implemented
3. Performance drop introduced
4. Re-identification and detuning tested

Final Evaluation : Excellent



How to locally minimize the imbalance in power supply and demand by means of battery and 
vehicle charger control in a grid-connected microgrid? 

Solar

AC BUS

Battery
1

Main Grid

Charger
174

Charger

174+ AC vehicle chargers

940 kW solar peak power

162 kWh storage capacity

MPC of EV Charging Stations in Grid Connected Microgrid
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Problem:  Mismatch renewable power supply and power demand

Source: California ISO 
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MPC of Ev Charging Stations in Grid Connected Microgrid



MPC Objective
1. Maximize self sufficiency

2. Minimize peaks 

3. Minimize deviation energy targets: ξ!", ξ!#
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Results single day
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Results single day: Comparison [2/2]

01-02-2023:  not operational 13-02-2023: operational Difference

Self sufficiency 47.8 % 88.2 % +40.4 %

Peak power 324 kW 85 kW -74 %

Charge energy 23.1 21.1 -8.6%
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The Next Industrial Revolution 

• Industry 4.0 / Digitization
• Smart use of Data /Sensors/Prior Knowledge
• Data and product flows across company borders 
• Fully automated, continuously monitored for control, optimization  

• Electrification / Circularity/Green Transition of Process Industry
• New chemistry, new energy source, new feedstock
• Tightly integrated physical network 
• Dynamics becomes important
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• Integration of the (process) industrial operations in the (electric) power grid
• Use of available flexibility for balancing and congestion mitigation
• Connection to the heat network



Future Directions
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Controller

Model

Identifying system property/designing controllers 
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Identifying system property/designing controllers 
by utilizing data directly
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Fig. 1. Comparison of control paradigms. In the modelic control paradigm, the first step is to establish a dynamic model through system identification. This
model offers a continuous but inaccurate description of state transition information. In the datatic control paradigm, data is used directly for system analysis
and controller synthesis, providing a discrete yet precise description of state transition.

space. With this transformation, his study discovered that a
sufficient condition for controllability is the existence of a
subset in the Banach space that is invariant for the nonlinear
operator [7]. The above analysis reveals a key requirement
shared by both linear and nonlinear systems: an accurate
mathematical model of the system is indispensable. For exam-
ple, Gershwin’s method requires an affine nonlinear model to
specify gradient directions for validating Lyapunov conditions.
Hermann’s method utilizes an infinitely differentiable model
to compute vector fields of closed-loop systems. Yamamoto’s
method relies on a mathematical model consisting of norm-
bounded functions to discern the structure of dynamic equation
and transform it into a set of linear equations.

Recent years have witnessed a paradigm shift in control
field from modelic description to datatic description. Here,
modelic and datatic are two newly coined words, where
modelic means model-driven, model-based or model-related,
and datatic has a corresponding meaning related to data. The
key distinction between these two paradigms lies in how to
describe system dynamics: either a mathematical model or
data points [8], [9]. In the modelic control paradigm, an
explicit system model is established based on physical laws
or system identification, providing a continuous description of
system dynamics across the state-action space. Such models
are essential for analyzing system properties and synthesizing
controllers, as exemplified by the aforementioned controllabil-
ity test methods. However, in many complex systems such as
earth atmosphere, financial market, and road transportation, it
is often impossible to accurately capture their dynamics solely
through basic physical laws or simple hypothetical functions.
As a result, strong simplification of their dynamics must be
made at the cost of introducing substantial model errors, which
can significantly sacrifice the accuracy of system property
analysis. The datatic control paradigm, fueled by technical
advancements of data storage and parallel computation, has
shown great potential in solving complex control tasks. This
control paradigm directly leverages data for system property

analysis and controller synthesis, eliminating the dependency
on pre-built mathematical models. As direct measurements of
system’s input and output sequences, data provides accurate
state transition information, thus bypassing the issue of model
mismatch. Nevertheless, the accuracy in datatic description
comes at the expense of tempo-spatial incompleteness. Unlike
explicit models, system measurements are not continuous in
both temporal and spatial domains but only in the form of
a limited number of data points. There is no information
in the interval of any two data points, as shown in Fig. 1.
Therefore, datatic description of a dynamic system must be
discrete rather than continuous in the state-action space. As a
consequence, traditional system property analysis tools based
on continuous models become inapplicable in datatic control
systems. Since controller design depends on whether states are
controllable, datatic controllers become meaningless without
reliable controllability test.

Despite its fundamental importance, controllability test is
often neglected in systems with datatic description. While
numerous data-based learning methods emerge, e.g., imitation
learning [10], [11] and reinforcement learning [12], [13], most
of them share a default but actually unconfirmed assumption
that all the system states are controllable. This neglect has
changed in recent years, with some researchers beginning to
consider the controllability test of linear datatic systems. One
class of datatic test methods verifies controllability through
experiments that strictly limit control inputs. Wang et al.
(2011) proposed to conduct m groups of experiments, where
control inputs were set to the same one-hot vector in each
test, with m indicating the dimension of control input [14].
The system controllability was assessed by examining the rank
of a new controllability matrix generated from these special-
ized experiments. Subsequently, Liu et al. (2014) extended
this experimental method by considering both measurement
noise and process noise and generalized the one-hot control
input to a linearly independent vector via invertible linear
transformation [15]. Shaker et al. (2017) performed similar

• Data Driven Control
Figure taken from [5] 

• Large Scale Optimization
• Computation load
• Uncertain uncertainities

Figure taken from [6] 

• Human-Automation Interaction
• Technology should speak a natural language to the operator



Final Remarks

• Model Predictive Control will be even more popular due to 
• Flexibility in its formulation
• Ability to contribute to efficiency of system

• Wider usability of the technology in process industry is 
needed. 
• Reducing the complexity of the modeling and tuning

We all think of tomorrow but there is also the day after tomorrow. 
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